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The theoretical treatment of transport in a disordered system in the presence of a system-wide force field
F�x� or spatially varying macroscopic velocity field v�x� is developed in the framework of continuous time
random walk �CTRW�. The physical basis of CTRW and related fractional derivative equations relies on a
mapping of the aggregate of transition rates w�s ,s��, between sites s and s�, in the Master equation describing
the system kinetics, onto a joint probability distribution function ��s , t�. This distribution is calculated from the
ensemble average of a position-dependent functional of w�s ,s��; the procedure is effective when the scale of
heterogeneities is much smaller than the system size. However, statistical homogeneity does not hold in the
presence of large heterogeneities, which control the macroscopic v�x�, or in the case of an interaction of F�x�
with the transition rates. The transport equation, incorporating large-scale heterogeneity, involves the use of a
local ensemble average to obtain a position-dependent ��s , t ;x�; this determines a memory function, M�t ;x�,
which is convoluted with the advection-dispersion operator. A prototype transport equation for a system with
statistical inhomogeneity is developed as an integrodifferential equation. It is solved numerically for particles
migrating with a steady-state Darcy velocity v�x�, determined for different permeability fields and boundary
conditions. The nature of the solutions as a function of key transport parameters �e.g., a characteristic time tc�
is explored, and solutions are also compared to those of the advection-dispersion equation for v�x� and to a
laboratory experiment. This transport equation is in contrast to the fractional Fokker-Planck equation, which is
based on a decoupling of F�x� or v�x� with the transition rates w�s ,s��. Further, an analytic expression for the
effect of a variance of the ensemble average on the solution of the CTRW transport equation is derived.
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I. INTRODUCTION

The physical basis for a theoretical treatment of transport
in disordered systems, in the presence of a system-wide force
field F�x� or spatially varying flow field v�x�, is examined in
the framework of a continuous time random walk �CTRW�.
After reviewing the basis for this framework for statistically
homogeneous systems and presenting examples of its modi-
fication introduced by different F�x�, the main focus in this
study is on particle migration in a flow field v�x� in a disor-
dered system. A transport equation is developed and numeri-
cal solutions are considered in extensive detail for different
permeability fields and boundary conditions. The nature of
the solutions as a function of key transport parameters �e.g.,
a characteristic time tc� is explored, and solutions are also
compared to those of the advection-dispersion equation. One
class of new results indicates particle mass accumulations as
a consequence of internal interfaces between large scale het-
erogeneities.

The CTRW is a generalization of the familiar random
walk with a random time t, drawn from a probability density
function �pdf� ��t� at each transition, instead of the step
number functioning as a discrete time �1�. The CTRW, based
on a joint pdf ��s , t�, with s the transition displacement, was
applied subsequently to transport problems �2,3�. It was dis-
covered that if ��s , t� contains a sufficient time span of
power-law time dependence �i.e., �� t−1−� with 0���2�
then there is a time window of anomalous transport �4,5�
which has been observed in a wide range of media. In many
studies it was shown that the power-law behavior derives
from highly disordered systems; it is a signature feature, with
which the CTRW has successfully accounted for a host of

measurements in these systems. In recent years the CTRW
approach has been applied to tracer transport in saturated
porous media to reproduce anomalous tracer plume propaga-
tion and breakthrough measurements in field and laboratory
experiments �6–12�. In the latter the overall flow field can be
assumed to be constant, while the distribution of local ve-
locities �due to small-scale heterogeneities� is incorporated in
��s , t�.

The derivation of CTRW from the standard transport
equations describing the kinetics of realizations of physical
systems has been considered in the literature �9�. The deri-
vation is based on the ensemble average of these realizations,
which results in the point-to-point fluctuations of the physi-
cal system described by ��s , t� in a homogeneous system.
However, with an extended force field F�x� or a velocity
field v�x�, due to system-sized heterogeneities, the reduction
to a homogeneous system must be modified significantly.
The structure of the CTRW transport equations and e.g., the
fractional advective-dispersive equation �FADE�, which is a
special limit case of CTRW, must be changed to accommo-
date v�x�, F�x�, large variances of system realizations and
possibly chemical reactions. The case of F�x� is of particular
relevance to the entire issue of whether forms of the frac-
tional Fokker-Planck equation �13,14� accommodate this
structural change.

In order to show how spatial inhomogeneity introduced
by F�x� or v�x� modifies the physical basis for the CTRW
model and related fractional derivative equations �e.g.,
FADE, fractional Fokker-Planck equation�, we review in
Sec. II the derivation of CTRW �and hence FADE� with a
particular emphasis on the relation of ��s , t� to the transition
rates of the physical system and the ensemble average of the
system. We discuss cases in which the transition rates are
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affected by an external potential. In this context the frac-
tional Fokker-Planck equation is discussed. In Sec. III we
develop the CTRW for a flow field v�x� in considerable de-
tail by reducing the ensemble average to local regions of
subsystem-sized heterogeneities and accounting for the lami-
nar Darcy velocity field v�x� on the system scale, i.e., by
using a position-dependent pdf ��s , t ;x� which gives rise to
the memory function M�t ;x�. In Sec. IV the transport equa-
tion, incorporating M�t ;x� convoluted with the advection-
dispersion operator, is solved numerically for both uniform
and composite media. Our computational analysis remains
on a scale that allows comparison to data available from
laboratory experiments. In Sec. V an analytic expression of
the effect of a variance of the ensemble average on the solu-
tion of the CTRW transport equation is derived.

II. DERIVATION OF BASIC EQUATIONS

Section II covers a number of topics related to the physi-
cal origin of the CTRW framework for transport based on the
ensemble average of the Master Equation. In Sec. II A we
review this derivation and in Sec. II B we review the calcu-
lation of ��s , t� based on an exact ensemble average of a
physical model. In Secs. II C and II D we consider how the
influence of v�x� and F�x� on the transition rates of the dis-
ordered system, respectively, affect FADE and the fractional
Fokker-Planck equation.

We consider a class of phenomena that can be described
by the probability density c�s , t� that a particle can be found
at s at time t if it was at s0 at t=0. This class excludes
phenomena sensitive to wave function phase differences
�e.g., �15��. A standard transport equation for c�s , t� is the
Master Equation

�c�s,t�
�t

= − �
s�

w�s�,s�c�s,t� + �
s�

w�s,s��c�s�,t� , �1�

where w�s ,s�� is the transition rate from s� to s; the dimen-
sion of �sw is a function only of reciprocal time. The Master
Equation holds for a specific realization of the system where
the transition rates w depend on the position s because the
local site configurations vary.

A. Master equation as a random walk

The derivation of the relation between Eq. �1� and the
CTRW starts with realizing that Eq. �1� describes a RW with
a position-dependent transition pdf �s�−s,s�t� �in this notation
s denotes the position and s�−s the displacement of the tran-
sition�. The general equation for the random walker in this
system, which is inhomogeneous in space and stationary in
time, is

R�s,t� = �
s�
�

0

t

�s−s�,s��t − t��R�s�,t��dt�, �2�

where R�s , t� is the probability density for a particle to just
arrive at s. The R�s , t� depends on a specific configuration of
the set of w in Eq. �1�. The correspondence between the
master equation and the random walk is

c�s,t� = �
0

t

�s�t − t��R�s,t��dt�, �3�

�s�t� = 1 − �
0

t

�s�t��dt�, �s�t� � �
s�

�s�−s,s�t� . �4�

It is shown in Appendix B of �9� that there is an exact
equivalence between Eq. �1� and Eqs. �2�–�4� with

�s�−s,s�t� = w�s�,s�exp	− t�
s�

w�s�,s�
 . �5�

We emphasize that Eq. �5� is a site-dependent distribution of
transitions of time and displacement coupled through the
w�s� ,s�.

The ensemble average of Eq. �5� over all the configura-
tions of w�s� ,s� is the joint distribution ��s , t�. To complete
the derivation of the CTRW the next step is the evaluation of
the ensemble average of Eq. �2�, which involves the en-
semble average of the product �s�−s,s�t− t��R�s� , t��. To ob-
tain an equation purely for the ensemble average of R�s , t�
we make the basic physical assumption that the ensemble
average of the product is well approximated by the product
of the ensemble averages, ��s−s� , t− t���R�s� , t���, where
� . . . � denotes the ensemble average. One form of correction
to this “mean field” type of assumption will be considered in
Sec. V. The CTRW equation is

R�s,t� = �
s�
�

0

t

��s − s�,t − t��R�s�,t��dt�, �6�

where R�s , t���R�s , t��; Eq. �6� can be written in an equiva-
lent form as a Generalized master equation �2�, �4�–�7� of
�9�. This generalized master equation is subsequently trans-
formed via a Taylor expansion Eq. �23� of �9�� into a
second-order integrodifferential equation Eq. �35� in �9��:

�c�s,t�
�t

= − �
0

t

M�t − t���v� · �c�s,t�� − D�:��c�s,t���dt�

�7�

using the decoupled form ��s , t�= p�s���t� and where the
Laplace Transform �L� of M�t� is

M̃�u� � tcu
�̃�u�

1 − �̃�u�
, �8�

where u is the Laplace variable, tc is a characteristic time �cf.
Sec. III� and v�, D� are the average particle velocity and
dispersion, respectively �see Eqs. �30a� and �30b� in �9� for
further explanation�. Note that an approach to the derivation
of a formal structure of a generalized master equation and the
ensemble average of the master equation is carried out in
�16�.

B. Random site example

In general it is very difficult to characterize the transition
rates w�s ,s�� and carry out this ensemble average. For our
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present purpose, to evaluate the ensemble average of
�s�−s,s�t� for a disordered system, it suffices to consider �s�t�
in Eq. �4�,

�s�t� = �
s�

w�s�,s�exp�− t�
s�

w�s�,s�� = −
dQs

dt
�9�

�the sums are over �s��s�−s, which we translate to be over
s�� where

Qs � exp�− t�
s�

w�s�,s�� �10�

and

��t� = −
d

dt
�Qs� . �11�

The ��t� is an excellent measure of the spectrum of transition
times in a system with spatially compact transition rates.

The calculation of ��t� or �Qs� for the case of a configu-
ration of random spatial locations or sites, between which
there are the transitions w�s� ,s�=w�s�−s�, can be carried out
exactly �3�,

�Qs� = exp�− N�� d3x1 − exp�− w�x�t��� �12�

where N� is the site density. To evaluate Eq. �12� further we
choose a standard transition rate between local sites,

w�s� − s� = wm exp�− �s� − s�/ro� , �13�

where ro is the range of the transitions and wm is the maxi-
mum rate. Substituting Eq. �13� into Eq. �12� and then Eq.
�11�, we derive �17�,

��	�
wm

= 
3F3	1,1,1

2,2,2
; − 	 
e−
	4F4	1,1,1,1

2,2,2,2
; −	 
 ,

�14�

where 	�wmt, 
�4�N�ro
3, and pFq is the generalized hyper-

geometric function as defined in �18�.
In Fig. 1 many of the generic features of the spectrum of

transition times for a disordered system can be seen. The
parameter 
 can be written as 
=3�ro /rN�3 and for ro�rN the
rates are sensitive to the separations between sites and hence

generate a wide range of rates, i.e., for the lower values of 
,
��	� is wider and varies slowly. There are large ranges of 	
where ��	� varies approximately as a power law �	−1−� and
� can have a value between 0 and 2. It is this power-law
behavior of ��	� that can generate anomalous �or non-
Fickian� transport within the context of the CTRW transport
model. Corresponding to each value of 
 there is a “cutoff”
	c where ��	� decays faster than �	−3 for 		c. This is a
region where there is a transition to normal �Fickian� trans-
port. The parameter 
 can be seen to be a measure of the
disorder in the system; there is clearly an interplay between
the degree of disorder, the power-law region and the “cutoff”
region. These are general features for large 	 that persist for
��	� for the disordered systems so far encountered �including
particles borne by complex flow fields�. The small 	 region
can be important for the coupled ��s , t� if the dependence on
the displacement s is slowly varying, i.e., a power law �19�.
For a compact spatial dependence, as in the example above,
the uncoupled approximation ��s , t�= p�s���t� is effective
�19�.

C. Connection to the fractional advective-dispersion equation

The representation of ��	��	−1−� for 	�1 �with no cut-
off� and for ��1 corresponds to a FADE formulation, which
is a limit subset of CTRW. The temporal FADE can be writ-
ten as �20�

�c�x,t�
�t

= −
�1−�

�t1−� v��x� · �c�x,t� − � · �D��x� · �c�x,t��� ,

�15�

with the definition of the operator

�−�

�t−�c�x,t� �
1

�����0

t

dt�
c�x,t��

�t − t��1−� . �16�

In Eq. �15� the asterisks on v� ,D� indicate that these quanti-
ties do not have the same dimensions as usual, i.e., v� has
dimensions �L� / �t��. The form of Eq. �15�, as we will discuss
in this subsection and in Sec. III, is a result of decoupling the
interaction between the system-wide v�x� and the underlying
transition rates w�s� ,s�.

The complete derivation of the equivalence of the FADE
and the pure power-law ��	� case of CTRW is found in
�9,21�. Therefore the physical basis for the temporal FADE is
the same as the CTRW—an ensemble average of a standard
transport equation �e.g., the master equation� over realiza-
tions of a disordered system where statistical homogeneity is
valid. In the case of the Fokker-Planck equation �22�, a simi-
lar structure as Eq. �15� has appeared for the fractional de-
rivative form; using the notation of �13,14,23�, the one-
dimensional form is

�W

�t
=

�1−�

�t1−�	 �

�x

V��x�
m��

+ K�

�2

�x2
W�x,t� , �17�

where K� is a generalized diffusion constant, m a mass, �� is
a generalized friction coefficient, V�x� is an external potential
and F�x�=−�V�x� /�x�−V��x�.
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FIG. 1. Evolution of the dimensionless transition probability
��t� /wm Eq. �14� vs dimensionless time wmt for different values of
the 
 parameter �after �17��.
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D. Potentials, transition rates and the fractional
Fokker-Planck equation

The fractional Fokker-Planck equation �Sec. II D� �13,14�
contains an applied force field F�x�. The basic enquiry now
is: how does the application of F�x� to a disordered system
affect the derivation of the fractional Fokker-Planck equa-
tion. The answer depends on how the F�x� affects the rates
w�s� ,s� in Eq. �1�. We will consider a number of examples:
�i� the direct application of a force field to Eq. �1� for a
specific realization, �ii� the effect of a constant electric field
on the ensemble average of Eq. �5�, and �iii� the change in
fluid flow in a permeability field.

The influence of a force field on the form of Eq. �1� oc-
curs exclusively through its effect on the transition rates
w�s� ,s�. In �24� and �25� the master equation �1� was solved
directly, numerically, in a specific realization of a doped mo-
lecular crystal. The �activated� transport of electrons via mo-
lecular polaron transition rates between sites was calculated
in the presence of a combined constant electric field and
Coulomb potential. The transition rates depend on the mo-
lecular energy level difference �� between the sites, while
���s� varies with position s in the Coulomb well. The ��
due to the electric field is not s dependent, in the ordered
case, as the spatial displacement of each transition is con-
strained to the nearest neighbor in the crystal. Hence, Eq. �5�
as determined in �24,25� is a function of s in the Coulomb
part of the potential. A s dependence due to the Coulomb
potential persists if the molecular system is disordered, there-
fore the ensemble average of Eq. �5� will retain its s depen-
dence and the ensemble average of system will be inhomo-
geneous in space; as a consequence, one must use the hybrid
approach in �26� and Sec. III. An inhomogeneous ensemble
average is incompatible with the fractional Fokker-Planck
equation �Sec. II D�, which requires a � in the fractional
derivative �16� independent of F�x�, i.e., a constant �.

We next consider the effect of a potential on the ensemble
average of Eq. �5� �27,28�. The system is the same as that in
�3�. Here, we modify the transition rate �Eq. �13�� by the
addition of eE · �s−s�� /kBT to the exponent, where E is a
constant electric field and kB is Boltzmann’s constant. In this
case the displacement s−s� varies from site to site, hence the
spectrum of rates is E dependent �28�, �E�t�, but the en-
semble average is still homogeneous. The common approxi-
mation to ln ��t� / ln t over a large time interval is −1−�; in
this case we have a ��E� in �E�t� �27,28�. Thus, for a simple
applied potential one cannot use a constant � in the frac-
tional Fokker-Planck equation.

In experiments of fluid flow in saturated porous media
�29�, the fit using ��t�� t−1−� to the breakthrough curves of
concentration vs time, corresponding to different flow veloci-
ties v, necessitated the use of a v-dependent �. This was
shown to be an artifact of not using the full functional form
of ��t�, which was represented by a truncated power law
�TPL, see Sec. III�, i.e., a cutoff to the power-law time re-
gime. In �30� the complete set of the breakthrough curve data
was fit with one TPL with fixed � for all the values of v. In
this case changing v did not change the rate spectrum �the
streamlines do not change� but instead shifted the observa-
tion window along the time axis. Again this change in the

applied F�x� of a pressure gradient points out the two prob-
lems with the fractional Fokker-Planck equation outlined in
the previous two paragraphs, namely, the inappropriateness
of a constant � and the limitation of using ln ��t� / ln t�−1
−�.

In summary, we emphasize there is no universality: each
problem of transport involving an external potential applied
to a disordered system must be analyzed individually. How-
ever, in general the potential affects the transition rates and
use of the master equation �1� as the physical basis for the
ensemble averaged transport equations is incompatible with
the independence of the fractional derivative and the nature
of F�x�. In Sec. III we consider one approach to incorporate
the inhomogeneity of the spectrum of transition rates into the
transport equation.

III. TRANSPORT IN A SPATIALLY NON-UNIFORM
FLOW FIELD

The goal is to develop a prototype transport equation for a
system with statistical inhomogeneity. The basic idea is to
determine the ensemble average in local regions, i.e., due to
small scale heterogeneities, and solve on the larger scale the
pde version of the CTRW for this inhomogeneous system
�26� �a fractional derivative diffusion equation formulation
for this system is studied in �31��. We consider the case of
fluid flow and solute transport in saturated porous media. The
laminar Darcy flow is q�x� with velocity v�x�=q /n and po-
rosity n. In this macroscopic velocity field the ��s , t� is cho-
sen to be position dependent,

��s,t;x� = p�s;x���t;x� , �18�

where x denotes the spatial position and s is the displacement
of the transition. We use the approximate decoupled form of
��s , t� �for an appraisal of this approximation see �19��. We
consider a two-dimensional, isotropic medium with disper-
sivity matrix �� having diagonal entries �x and �y �as sub-
scripts x ,y refer to the components along the x ,y axis�. The
transition probability in space p�s ;x� is chosen to be a prod-
uct of Gaussians, N�� ,��, in sx and sy,

p�s;x� = N�vx�x�tc,��x�x��v�x��tc�N�vy�x�tc,��y�x��v�x��tc� ,

�19�

where tc is some characteristic time whose role will be dis-
cussed in detail later. Some of the applications we consider
will involve a space-dependent tc�x�. The transition probabil-
ity in time ��t ;x� is chosen to be a truncated power law
�TPL�. The TPL captures the main features of Fig. 1 with
three parameters

��t;x� = N
e−t/t2

t1�1 +
t

t1
�1+� , �20�

with the normalization constant N= ��
t1

t2
��et1/t2��−� ,

t1

t2
��−1,

where ��a ,x� is the incomplete Gamma function �18�. The
parameter t1 is a scaling time, t2 is a cutoff time of the
power-law region and � controls this region t1� t� t2; any of
these parameters can be x dependent.
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In �21� the general advection-dispersion equation �ADE�
with x-dependent velocity v�x� and dispersion D�x� was de-
rived from the master equation Eq. �14� of �21��, for a spe-
cific realization. To incorporate local stochastic effects in this
equation, as discussed above, we generalize the velocity and
dispersion as in Eq. �7� to include the memory term M�t ;x�
�recall Eq. �8��, which is now x dependent; its L form is

M̃�u;x� =
tcu�̃�u;x�

1 − �̃�u;x�
. �21�

In deriving this result we begin again with the L form of the
generalized master equation �9,21�.

uP̃�x,u� − P�x,0� =� ��x − x�,u;x��P̃�x�,u�dx�

−� ��x� − x,u;x�P̃�x,u�dx�, �22�

where

��x� − x,u;x� =
p�x� − x;x�

tc
M̃�u;x� �23�

and P�x , t� is a normalized concentration or probability. The

function ��x−x� ,u ;x��P̃�x� ,u� is expanded in the x� vari-
able about x similar to Eq. �6� of �21�. The zeroth-order term
vanishes with the second integral on the right side of Eq.
�22� �after integrating p�x�−x ;x��. We obtain �32�

uP̃�x,u� − P�x,0� = − �	M̃�u;x�
�

tc
P̃�x,u�


+ ���	M̃�u;x�
�� 2

tc
P̃�x,u�
� �24�

because higher order moments are zero for the Gaussian dis-
tribution in Eq. �19�. By choosing �= tcv and �� 2= tc�v��� ,
with �� the isotropic dispersivity matrix having diagonal en-
tries �x and �y, we obtain the integropartial differential equa-
tion

n�x�
�c�x,t�

�t
= − ��

0

t

M�t − t�;x�q�x�c�x,t��

− ���q�x���� �x�M�t − t�;x�c�x,t����dt�

�25�

with n�x�c�x , t�� P�x , t�. Note that for the memory function
M�t− t� ;x�=��t− t��, the equation reduces to the ADE.

In contrast to a previous analysis �26�, we do not neglect
first-order derivatives of M�t ;x�, so that the pdf is fully in
mass conservative form. We demonstrate in the next section
that including first-order derivatives has important conse-
quences for the steady-state solution of the pdf. We solve Eq.
�25� neglecting the second order derivatives of M�t ;x�, ��
and q.

A. Numerical methods

We can consider two approaches to solving the transport
problem in the flow field v�x�. One consists of solving nu-

merically an integropartial differential equation such as Eq.
�25� �26,33� and the other is to implement particle tracking in
which each particle is advanced in time and space by choos-
ing s and t from the distribution ��s , t� �19,34�. Both ap-
proaches have advantages and disadvantages. Solving the
differential equation requires a stable algorithm for numeri-
cal Laplace transform inversion L−1. For particle tracking,
interpolation of the velocity field performed at each particle
transit slows the simulation process significantly. In addition
the number of particles required to achieve sufficient statis-
tics increases for long-tailed waiting time distributions. Note
that because we neglect second-order derivatives of M�t ;x�,
�� and q, these two methods are only strictly equal in the case
of space-independent M�t ;x�, �� , and a divergence-free flow
field q.

We focus here on the differential equation approach. We
used a vertex-centered finite volume scheme in MATLAB© on
an equally spaced rectangular grid to solve both the flow and
transport equations. The steady-state Darcy flow field q�x� is
calculated by solving the Poisson equation for the pressure
head h�x�,

�

�x
Kx

�h�x�
�x

+
�

�y
Ky

�h�x�
�y

= 0. �26�

Because the medium is assumed to be isotropic, the hydrau-
lic conductivity matrix K� is diagonal with entries Kx and Ky.
The flow field is then given by

q�x� = − K� · �h�x� , �27�

whose solution is used to solve the transport Eq. �25� in
Laplace space. To minimize classical numerical dispersion,
the grid spacing dg was chosen to be slightly less than twice
the smallest dispersivity, i.e., dg=0.1 cm�0.1064 cm �35�.
Discontinuities in the parameter values at the interfaces be-
tween different types of porous medium were linearly inter-
polated on the next nearest grid lines to the interface. The
L−1 algorithm of de Hoog et al. �36� was employed to invert
the numerical solution c̃�x ,u�, as used in the publicly avail-
able CTRW MATLAB©TOOLBOX �37�.

To confirm that the numerical solution method was cor-
rect, four independent tests were performed. First we ensured
that the results for transport in a uniform, one-dimensional
column matched the semianalytical solutions �using the
CTRW Toolbox �37��. Second we confirmed that the mass
fluxes into and out of the domain were equal for a uniform
regime at long times. Third we compared breakthrough
curves to the results of a particle tracking run for a two-
dimensional uniform medium with a nonuniform flow field
and the CTRW parameter set �=1.65, tc= t1=1 s , t2
=106 s, obtaining similar results. Fourth we matched the so-
lution for a uniform medium, using a memory function equal
to unity �i.e., assuming Fickian, advective-dispersive trans-
port behavior�, against the results obtained from an indepen-
dently written finite element code.

B. Characteristic time tc

The CTRW transport equation �25� is a nonlocal-in-time
equation. Hence, the concentration profile at time t, in con-
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trast to transport described by the ADE, has contributions
from earlier times. This behavior originates from the broad
distribution of transit times due to local heterogeneity and is
described by the power-law tail of ��s ;x�. The memory
function M�t ;x� contains the ��s ;x� and constitutes the heart
of the CTRW approach. The M�t ;x� includes a characteristic
time parameter tc whose physical motivation and impact on
the final solution will be discussed in this section.

We examine the steady-state solution �c�x , t� /�t=0 of Eq.
�25� given a step input at the inlet and using Eq. �20�. Be-
cause

lim
u→0

M̃�u;x� =
tc�x�

t̄�x�
with

t̄ = �
0

�

t��t;x�dt = Nt2 − �t1 + �t2� �28�

we see that the steady-state concentration profile cS�x�
=limt→� c�x , t�=limu→0 uc̃�x ,u� is a solution of the partial
differential equation

�	 tc�x�

t̄�x�
q�x�cS�x� −

tc�x�

t̄�x�
�q�x���� �x� � cS�x�
 = 0. �29�

Now, increasing the residence time in any physical system
promotes a transition from non-Fickian to Fickian behavior.
Therefore one expects the concentration profile at long times
to be constant, given a step input at the inlet; no other result
can be supported experimentally.

If the memory function �21� is not space dependent,
meaning that its parameters �, t1, and t2 are not space depen-
dent, then from Eq. �29� we see that the steady-state concen-
tration profile for a step input at the inlet is, as expected
experimentally, constant for either of the two possible
choices for the characteristic time tc, namely the scaling time
t1 of the TPL or the mean time t̄ of the TPL. The memory
function can be taken to be space independent in a system
whose heterogeneities are on a scale much smaller than the
overall size of the system.

For a domain composed of patches of uniform media with
different properties �see Sec. IV B, Setups S3 and S4� where
the sizes of the patches are of the order of the domain size,

we assign different transition time parameters to each patch.
As a consequence the memory function becomes space de-
pendent. But for a space-dependent memory function, it is
seen from Eq. �29� that we must choose tc= t̄ to achieve the
physically reasonable, constant steady-state concentration
profile at long times.

The parameter tc appears in both Eqs. �19� and �21�. In
Eq. �19� the relation s= tcv�x� between the mean transition
distance, the velocity and the characteristic time appears. The
quantity �s�=kddp is a measure of the local spatial scale in the
regions of heterogeneity that are considered probabilistically
�where dp is a grain size and kd is a constant�. In Fig. 2�a� we
confirm that the mean s= t̄v�x� is of realistic size, by exam-
ining the dependence of t̄ on t1 and � using Eq. �28�. First we
see from the graph that for �1, t̄ is dominated by t1,
whereas for small values of �, t̄ is dominated by t2. For �
→2 and t1� t2 one can show from Eq. �28� that t̄ approaches
t1. In our setups the maximal velocity in the system is at the
inlet, which we chose to be of the order of 10−1 cm /s and
smaller. In these cases we see that s is of reasonable size for
�0.8.

IV. NUMERICAL RESULTS

In the numerical solutions we consider a square domain
�25�25 cm2� containing different arrangements of porous
media �see Fig. 3�. We use values of �isotropic, homoge-
neous� hydraulic conductivity K, grain diameter d and poros-
ity n for two types of porous materials employed frequently
in laboratory experiments examining solute transport in wa-
ter saturated media: “coarse” quartz sand �K=0.5 cm /s , d
=1.105 mm, n=0.35� and “medium” quartz sand �K
=0.15 cm /s , d=0.532 mm, n=0.3� �29,38�. In the “set-
ups” shown in all figures below, coarse and medium sands
are represented by dark gray and light gray colors, respec-
tively. In all cases, the dispersivity �� is set equal to the grain
size. For comparison to an experiment in a uniform porous
medium, the domain thickness is 1.52 cm.

The full two-dimensional solutions for the ADE and for
the integropartial differential equation �25� are presented for
different domain structures and boundary conditions. The so-
lutions to Eq. �25� are examined in the parameter space of
the memory function �21�. In general, the solutions exhibit
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FIG. 2. �a� Mean transit time t̄ �s� vs � �dimensionless� for different values of t1 and t2. �b� Limit value for M̃�u� �dimensionless� in the

case where the absolute value of the complex argument u goes to infinity �lim�u�→� M̃�u�= t̄��t=0�� for different values of t1 and t2.
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similarity to the ADE solution at short times and at asymp-
totically long times. This is a result of the shape of the

memory function M̃�u� �see Figs. 6 and 7 of �33��: The

limu→0 M̃�u�=�0 where �0 is a constant and is equal to 1 for

tc= t̄ and limu→� M̃�u�=�� where �� is a constant and is

equal to t̄��0�. For constant regions of M̃�u� the solutions of
Eq. �25� in the corresponding time regions are those of the
ADE for a uniform medium. In Fig. 2�b� we plot t̄��0� vs �
for a range of t1 and t2. We note that for �1 the value of
t̄��0� is independent of t1 and t2, and varies very slowly with
�. Hence the short time solutions of Eq. �25� are independent
of t1 and t2, as will be exhibited in some of the plots in Figs.
4 and 5.

The solutions of Eq. �25� are intended for comparison to
transport in highly heterogeneous systems. However, as
noted in Sec. I, laboratory experiments using various ar-
rangements of uniform and heterogeneous porous media with
statistical stationarity have exhibited non-Fickian transport.
We refer here to domains with statistical homogeneity as
“uniform” media, and heterogeneous domains consisting of a
combination of large �relative to the domain size� porous
media patches with different properties as “composite” me-
dia.
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Y

FIG. 3. Uniform �S0, S1, S2, S2I� and composite �S3, S3I S4,
S4I� media setups used for transport calculations. Streamlines are
drawn in each image to illustrate the different flow fields. Light
color denotes medium sand, while dark color denotes coarse sand.
Inlet and outlet faces extend across the entire y axis for setup S0. In
setup S1 the inlet extends from �x ,y�= �0,3.25� cm to �0,3.75� cm
and the outlet from �25,21.25� cm to �25,21.75� cm. In setups S2-S4
and S2I-S4I the inlet extends from �x ,y�= �0,12.25� cm to
�0,12.75� cm and the outlet from �25,12.25� cm to �25,12.75� cm.
Unless otherwise specified, the boundary conditions are as follows.
Flow boundary conditions: qinlet= �0.044,0� cm /s �corresponding
to a volumetric flow rate of Qin=2 ml /min�, houtlet=0 and q
= �0,0� otherwise. Transport boundary conditions: cinlet

=1 mol /cm2, �coutlet /�x=0 and n · �qc−��q�� c��=0 otherwise
�where n is the normal to the boundary�.
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FIG. 4. Breakthrough curves �c�mol /cm2� vs t �s�� and velocity distribution �v �cm/s�� in a uniform medium with nonuniform flow field
�Setup S1�, showing comparisons to experimental results and to transport in a uniform flow field. �a� Comparison of the ADE solution in
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range �bin size� containing Nbin=1000 values from a total of 249 000 �which is the total number of grid nodes chosen to solve Eq. �20��. The
dots indicate the centers of each range, which do not appear to be centered in the graph because of the logarithmic scale. �c� Comparison
between ADE and TPL fits to the laboratory measurements with Qin=2 ml /min. �d� Comparison between breakthrough curves from TPL
solutions for Setups S0 and S1 with Qin=2 ml /min. The ADE solutions are included for comparison.
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A. Uniform medium

We first consider setup S1 in Fig. 3, a domain containing
homogeneous porous material. To test the numerical method
we employ, we measured tracer transport in this domain in a
laboratory experiment; breakthrough curves of chloride were
determined at the outlet using electrical conductivity. For this
case we consider a transition time distribution that is not
position dependent. The inlet flow rates were Q=2 ml /min
and Q=4 ml /min. The measured breakthrough curves were
fit best by the ADE �see Fig. 4�a��. From Fig. 4�c�, it is seen
that the breakthrough curves for the measured time period do
not exhibit long tailing, although the velocity distribution
�see Fig. 4�b�� is long tailed. However, the power-law slope
of the 1 /v plot �Fig. 4�b�� is −3; this value corresponds to a
� of 2, which is a region of marginal Fickian behavior. As
outlined in �39� long tailing in the velocity distribution can
induce long tailing in the breakthrough curve. From Fig.
4�c�, a CTRW solution with values of � close to Fickian is
seen to first follow the ADE solution before showing tailing
effects in a very low concentration, long time regime. Note
that high-resolution measurements over such long times are
difficult to obtain in laboratory experiments.

The behavior upon variation of any one of the parameters
Qin, �, t1, or t2 is qualitatively the same in uniform media
with uniform and nonuniform flow fields �setups S0 and S1,
respectively�. We therefore include only one comparison
graph �Fig. 4�d�� from which the main differences can be
read. The feature that distinguishes the uniform flow break-
through curves from the nonuniform ones is the later initial

breakthrough time in the uniform flow field, even though the
volumetric inlet flow rate is the same. However, once the
initial breakthrough occurs, the concentration increases much
faster than in the nonuniform flow case �Fig. 4�d��. Both
behaviors can be understood by recognizing that in the uni-
form flow a particle traverses each possible path with the
same velocity whereas in nonuniform flow there exist paths
with overall higher and lower velocities.

The differences in the breakthrough curves are now ex-
amined upon variation of the inlet flow rate and the param-
eters of the transit time distribution �, t1, and t2 for the
uniform medium with a nonuniform flow �setup S1�. The
reference parameter set, which is always represented by a
solid line in Figs. 5 and 6, has values Qin=2 ml /min, �
=1.1,1.7, t1=1 s, and t2=106 s for Fig. 5 and values Qin
=2 ml /min, �=1.1,1.9, t1=1 s and t2=1010 s for Fig. 6.
Parameters are varied individually to examine their relative
influence on the breakthrough curves.

The response of the breakthrough curves to a variation of
t1 is shown in Fig. 5�a� for �=1.7 and Fig. 5�c� for �=1.1.
For a value of � close to Fickian transport, the parameter t1
controls the concentration at which the breakthrough curve
starts to deviate from the ADE solution and enter long tailing
�Fig. 5�a��. For smaller values of � �Fig. 5�c��, the break-
through curve deviates considerably from the ADE solution.
The breakthrough occurs earlier than in the ADE solution
and displays long tailing. Therefore a change of t1 in the
range presented has practically no effect on the breakthrough
curves for a low value of �. We note that for the case of a
uniform medium, breakthrough curves with different t1 can
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be matched by the scaling described in the Appendix.
The effect of varying t2 on the breakthrough curves is

shown in Fig. 5�b� for �=1.7 and �=1.1 in Fig. 5�d�. The
parameter t2 controls the time when transport behavior
evolves to Fickian. If t2 is smaller than the time point of
breakthrough, the breakthrough curve is entirely Fickian and
matches exactly the ADE solution. The influence of t2 weak-
ens as � increases, because the transition to Fickian occurs
earlier. For low � �Fig. 5�d�� and high t2 one observes the
largest range of power-law tail �non-Fickian behavior�.

The response of the breakthrough curves to a variation of
the inlet flow rate is shown in Fig. 6�a� for �=1.1 and Fig.
6�b� for �=1.9. For different inlet flow rates the ADE solu-
tions can be matched by scaling the time according to the
inlet flow ratio. The CTRW solutions are distinctly different
for each flow rate �i.e., they cannot be simply scaled�. We
note three main features. First, the transition to the long tail
occurs at lower concentrations for higher inlet flow rates �for
larger ��. Qualitatively the same behavior exists �not shown�
for the uniform flow field. Second, for t t2 the breakthrough
curves tend to Fickian behavior again, because the transit
time distribution for t t2 is increasingly dominated by the
exponential term. Third, because the � value for all inlet
flow rates is the same, the slope of the tail for t� t2 �the
power-law region� is the same.

B. Composite medium

We now consider the composite media setups S3 and S4
and their “inverses” S3I and S4I as shown in Fig. 3. First, we
compare transport in a composite medium to transport in a

uniform medium, upon variation of the inlet flow rate, by
considering setups S2 to S4. Second, we demonstrate the
effects of attributing different � values to different types of
porous medium �medium sand, coarse sand�. As seen from
Fig. 3, interchanging the type of sand in setups S3 and S3I
changes the hydraulic conductivity distribution and hence the
flow lines �independent of the � values�. We choose two
widely differing � values, �=1.1,1.9 and observe the break-
through curves for all four possible combinations �� value,
type of porous medium�. In general, we assign higher � val-
ues to the medium sand, which has grain sizes smaller than
the coarse sand. We argue that there probably exist more
stagnant zones in a coarse sand than in a medium sand in a
microscopic flow field; these zones lead to a transit time
distribution for a migrating particle that is described by a
longer tail and therefore by a lower value of �.

The comparison between uniform and composite media
can be seen in Fig. 6. Figures 6�a� and 6�b� show the break-
through curves for setups S2 and S2I, containing homoge-
neous uniform media of coarse sand and medium sand, re-
spectively. Figures 6�c� and 6�d� show the breakthrough
curves when a patch of medium sand is introduced in the
center of the domain or adjacent to the outlet. Comparing
Figs. 6�a� and 6�c�, a clear difference between uniform �S2�
and composite �S3� media is apparent in the tailing of the
breakthrough curves. The slope in the tail for the homoge-
neous media remains the same until it reaches the exponen-
tial cutoff time t2; for the composite medium, we observe a
slower increase in concentration and therefore a decrease in
the absolute value of the slope. It is interesting to note that
upon variation in the inlet flow rate in the composite medium
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�setup S3�, all breakthrough curves converge at long times
�Fig. 6�c��. For the time range shown, such behavior is not
apparent for breakthrough curves from uniform media filling
�Figs. 6�a� and 6�b��.

In the composite domains, the transport equation indicates
that mass accumulates in the domain, in the vicinity of the
inner patch. This phenomenon can be seen clearly in the
breakthrough curves �Fig. 6�d�� for the domain in which the
patch is shifted adjacent to the outlet �setup 4�. Recall that in
setup S4, the patch �light color� consists of medium sand
��m=1.9� while the surrounding region is coarse sand �dark
color� with �c=1.1. This mass accumulation is due purely to
the existence of an “interface” in the � value; more precisely
it is due to a nonvanishing spatial first-order derivative of the
memory function, and its sign, in the transport Eq. �25�. For
setup S4 and with the � values as assigned in Fig. 6, the sign
of �M�x , t� /�x is positive at the interface at x=13.8 cm. The
y derivative of M�x , t� is positive at y=6.9 cm and negative
at y=18.1 cm. Figure 7�a� shows M�t� as a function � for
different time points; note that essentially �M�t� /���0.

Figure 6�d� shows maximum concentrations as large as
1.66 times the inlet concentration. To examine further, we
determined �Fig. 7�b�� the maximum concentration of the
breakthrough curve �for setup S4� as a function of the value
of �c. It is clear that as the ratio between values of �c and �m
decreases, the maximum concentration decreases sharply.
For �c=1.8 and �m=1.9, which are realistic values in many
experiments �e.g., �9��, the maximum concentration is only
1.0002; such measurement resolution is not readily achieved
in laboratory experiments on transport in porous media.
Mass accumulation in the domain is also clearly visible from
inspection of plots showing concentration profiles in setup
S3 �Fig. 8�. Note that in all three cases shown in Fig. 8, the
long time concentration converges to unity, the value of the
inlet concentration �recall Sec. III B�. In accord with the be-
havior shown in Fig. 7�b�, the relative amount of mass accu-
mulation decreases as the value of �c approaches that of �m.
Observe also that the mass accumulates in the region with
the higher value of �.

We now consider a detailed comparison of breakthrough
curves for the composite media �setups S3, S3I, S4, S4I�, for
all possible combinations of � values and porous medium
types, with the constraint �c��m. These combinations are
considered independent of our previous assignment of higher

� values to the sand type with smaller grain size. Figure 9
shows the effects of these combinations upon breakthrough
curves in the four composite media. The plots show the
breakthrough curves �outlet concentrations� and the average
resident concentration within the inner patch of porous me-
dium. From Figs. 9�b� and 9�d�, it is seen that when the inner
patch is attributed the higher � value, regardless of the type
of porous media �coarse or medium sand�, and thus regard-
less of the specific velocity flow field �recall the streamlines
shown in Fig. 3�, mass accumulates within the inner patch
�as noted above, considering Fig. 8�. On the other hand, mass
is depleted in the inner patch, relative to the ADE solution,
when the inner patch is assigned the lower � value.

We note also that the inlet and outlet boundary conditions
for setups S3 and S3I are such that connected flow paths
exist within a single type of porous media; particles need not
cross an interface. In contrast, all flow paths in setups S4 and
S4I must cross an interface. All breakthrough curves in set-
ups S4 and S4I demonstrate the accumulation effect when
the inner patch is assigned the higher � value; as a conse-
quence, breakthrough curves �Fig. 9�c�� and average resident
concentrations �Fig. 9�d�� are similar.

The CTRW picture of the particle transport was applied
originally to hopping: a sequence of discrete transitions in
time and space. We have adapted this picture for the particles
moving in a fluid. The flow field is a totally passive back-
ground supplying a complex network of channels with ve-
locity v�x�. For the pore network, the channels are interpore
throats. In sequence, each particle moves by traversing these
channels. The slower channels act similarly to the effects of
traps or physisorption against the faster ones that act like
“mobile” particles. The difference in these mechanisms is the
spectrum of the channels. The concentration in this picture
can vary in a uniform �statistically homogeneous� medium
like dissolved particles in fluid volumes, wherein the initial
inlet concentration is the upper bound on concentration
within the domain. However in a composite medium, differ-
ent features can be introduced, such as a “macrorepository.”
In this case, the particles seem to be “attracted” into the inner
patch by the gradient of M�t ;x�. It is important to recall that
M�t ;x� acts like a nonlocal in time “velocity,” in that it acts
mathematically to affect both v and D. The nonlocality pro-
vides accumulation: the inner patch itself acts as a temporary
repository, and the larger � acts on the sign of M�t ;x�. The
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a function of value of �. Parameters t1 and t2 are chosen as in Fig. 6. �a� Memory function for different time points; �b� Qin=2 ml /min.
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FIG. 8. Spatial concentration distribution �x, y �cm�� at different times for setup S3 �recall Fig. 3�. First row: ADE solution. Second row:
CTRW solution for tc= t̄ with parameters t1=1 s, t2=1010 s, �c=1.1, and �m=1.9. Third row: CTRW solution for tc= t̄ with parameters
t1=1 s, t2=1010 s, �c=0.8 and �m=1.9. Note the different concentration scale bars in each row.
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FIG. 9. All combinations of porous media type �subscripts c and m denote coarse and medium sand, respectively� with �=1.1,1.9 �recall
Fig. 3�. For comparison, the thinner dotted-dashed line represents the ADE solution. Shown are concentrations �mol /cm2� over time �s� at
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significance of the abrupt shift in � values at the internal
interface can be viewed in the context of the effect it has on
the nature of tracer pulse propagation. The value of � domi-
nates the shape of this pulse; for lower � the pulse is more
spread out �non-Gaussian� and for � approaching �=2 the
pulse approaches a more concentrated �Gaussian� form. This
localized change in the pulse shape can induce a readjust-
ment that results in this case in a transient mass accumula-
tion.

We have found the CTRW picture excellent for statisti-
cally homogeneous media, but its application to composite
media remains a subject of investigation. Exploring the rich-
ness of the solutions of Eq. �25� in a parameter space �in-
cluding the attribution of higher � values to finer sand in a
large-scale composite medium� and in different composite
configurations provide predictions for laboratory experi-
ments, especially for possible accumulation effects. How-
ever, as noted above, firm experimental evidence for this
effect is not currently available, and design of appropriate
high-resolution, high �-contrast experiments remain to be
carried out.

V. SENSITIVITY ANALYSIS

The CTRW equation has been derived from the ensemble
average of Eqs. �2� and �5�, which is equivalent to the master
equation �1�. The variance of the ensemble average of c�s , t�,
Eq. �3�, is an important consideration in assessing the uncer-
tainties involved in replacing the c�s , t� for a specific realiza-
tion �a given field site� by �c�s , t��. As discussed in Sec. 5 of
�9�, the variance is determined largely by the relation be-
tween the system size L and the scale � of the heterogene-
ities. For the case L��, we have developed the hybrid
method Sec. 4 of �9�, in which the ensemble average is lim-
ited to the smaller scale part of the distribution of heteroge-
neities. Even in the context of L�, there remains the un-
certainty of replacing the average of �s−s�,s��t− t��R�s� , t��
by ��s−s� , t− t�� �R�s� , t���.

We examine this uncertainty by the physically motivated
feature of a correction to the ensemble average of Eq. �5�,
���s , t�, which induces a correction �R�s , t� to �R�s , t�� �des-
ignated in the following as Rc�s , t��,

Rc�s,t� + �R�s,t� = �
s�
�

0

t

���s − s�,t − t�� + ���s − s�,t − t���

��Rc�s�,t�� + �R�s�,t���dt�. �30�

To lowest order, we have the CTRW equation

Rc�s,t� = �
s�
�

0

t

��s − s�,t − t��Rc�s�,t��dt� �31�

and the coupled one

�R�s,t� = �
s�
�

0

t

���s − s�,t − t��Rc�s�,t��

+ ���s − s�,t − t�� + ���s − s�,t − t����R�s�,t���dt�.

�32�

We can solve Eq. �32� using the Laplace and Fourier
transforms,

�R̃�k,u� =
���k,u�R̃c�k,u�

1 − ��k,u� − ���k,u�
�33�

with

R̃c�k,u� =
1

1 − ��k,u�
�34�

and with R̃c�k ,u�, ��k ,u�, �R̃�k ,u�, and ���k ,u� the
Laplace and Fourier transforms of Rc�s , t�, ��s , t�, �R�s , t�,
and ���s , t�, respectively. The relation in Eq. �33� can be
simplified by dropping ���k ,u� in the denominator to read

�R̃�k,u� = ���k,u�R̃c
2�k,u� . �35�

Hence, multiplying by �1−��u�� /u we obtain

�c̃�k,u� = ���k,u�R̃c�k,u�c̃�k,u� , �36�

so that,

�c�s,t� = �
s�
�

0

t

�F�s − s�,t − t��c�s�,t��dt�. �37�

where

�F�s,t� = �
s�
�

0

t

���s − s�,t − t��Rc�s�,t��dt�. �38�

The relations in Eqs. �37� and �38� determine the sensitiv-
ity of the concentration c�s , t� to an uncertainty or correction
to ��s , t�. The uncertainty in ��s , t� can arise from a number
of sources, a prime one being the uncertainty in the velocity
histogram ����, ��1 /v. In a porous medium one determines
���� based on an assumed length scale �, which for practical
reasons is larger than the pore scale. One can use the ���s , t�
generated by variations of � for specific permeability fields
as a basis for calculating �c�s , t�.

VI. CONCLUSIONS

The basic idea of using a CTRW framework to describe
transport in a disordered system relies on a mapping of all
the fluctuations of the local transition times and displace-
ments in an ensemble of the realizations of the system onto a
joint distribution ��s , t�. This is accomplished by the en-
semble average of Eq. �1�, or more specifically, of Eq. �5�.
The resultant CTRW equations are homogeneous in space.
The FADE is a subset of the CTRW framework—the order
of the derivative operators depends on a pure power-law
form of ��t�. Unlike the universal character of the standard
partial differential equations of physics, the form of the frac-
tional derivative equations analyzed herein is related to the
properties of the system under investigation, e.g., �. Any
significant change in the ensemble average of the system,
such as the addition of an external potential changes the
physical basis of the CTRW and FADE transport equations.
The form of the fractional Fokker-Planck equation exhibits a
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decoupling between the external potential V�x� and the tran-
sition rates of the disordered system that the fractional de-
rivatives represent.

In Sec. III we approach, in principle, the problem of a
system containing heterogeneities on all scales. For the part
of the latter distribution whose size is greater than � we can
solve for the steady-state flow field v�x�. For the rest of the
size class of heterogeneities less than � we treat these re-
gions probabilistically. Essentially we represent these local
regions as an ensemble average which determines a ��s , t ;x�
as in Sec. II. However, the ��s , t� is now position dependent.
The length � is determined pragmatically in analyzing an
hydraulic conductivity field; it represents the limits of reso-
lution of the disorder.

We derive the transport Eq. �25� with this construct, sug-
gesting that this equation can be used to handle the problem
raised in Sec. II of dealing with an irreducible nonstationar-
ity due to a force field or a macroscopic flow field. The
disorder and the latter are coupled. We have now introduced
position-dependent parameters related to the disorder, e.g.,
��x�. Equation �25� is solved for various arrangements of
porous media with different boundary conditions and a range
of memory function �21� parameters. Variation of the latter
produces significant changes in the dynamics of the concen-
tration profiles. A crucial feature affecting the nature of the
solutions of Eq. �25� is the direction of the spatial gradient of
the memory function at interfaces of the composite medium.

Depending on this spatial behavior of M̃�u ;x�, e.g., ��x�,
one obtains regions of mass accumulation or depletion. This
is clearly one enrichment in the possible solutions of Eq.
�25�; others remain to be explored.

Hence, local disorder has a strong effect on macrobehav-
ior. The subtlety of choosing the physically meaningful value
for tc�x� to produce the correct asymptotic concentration pro-
file is discussed in detail. A treatment of the ADE is included
in our full 2D analysis and its solutions are shown to fit
breakthrough curves with long tails in uniform media. Fur-
ther studies will include experiments testing the predictions

of the behavior of c�x , t� in composite media and in highly
heterogeneous systems with the corresponding solutions of
Eq. �25�.
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APPENDIX: SCALING

In a uniform medium all parameters of the memory func-
tion, as well as porosity and dispersivity, are constant over
the entire space. The memory function M�t , t1 , t2 ,�� in
Laplace space can be written as

M̃�u,t1,t2,�� =
tc

t1

ut1f�ut1 − 	2
−1�

f�	2
−1� − f�ut1 − 	2

−1�

with 	2= t2 / t1 and f�u�=u�eu��−� ,u�. The following relation
for the memory function is true, which can be verified easily
by taking the Laplace transform on both sides:

M�t,t1,t2,�� = M� t

t1
,1,

t2

t1
,��/t1,

M̃�u,t1,t2,�� = M̃�ut1,1,
t2

t1
,�� .

Therefore the transport equation transforms when changing
to the dimensionless time 	= t / t1 according to

n

t1

�C�x,	t1�
�	

= − ��
0

	

M�	 − 	�,1,	2,���q�x�C�x,	�t1�

− �q�x���� � C�x,	�t1��d	�,

which leads to a dimensionless transport equation with 	
= t / t1, 	2= t2 / t1, and q	=qt1.
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